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ABSTRACT

Purpose: To develop a low-cost automated video system to effectively screen children aged 6 months to 6 years for amblyogenic factors.

Methods: In 1994 one of the authors (G.C.) described video vision development assessment, a digitizable analog video-based system combining Brückner pupil red reflex imaging and eccentric photorefraction to screen young children for amblyogenic factors. The images were analyzed manually with this system. We automated the capture of digital video frames and pupil images and applied computer vision and artificial intelligence to analyze and interpret results. The artificial intelligence systems were evaluated by a tenfold testing method.

Results: The best system was the decision tree learning approach, which had an accuracy of 77%, compared to the “gold standard” specialist examination with a “refer/do not refer” decision. Criteria for referral were strabismus, including microtropia, and refractive errors and anisometropia considered to be amblyogenic. Eighty-two percent of strabismic individuals were correctly identified. High refractive errors were also correctly identified and referred 90% of the time, as well as significant anisometropia. The program was less correct in identifying more moderate refractive errors, below +5 and less than −7.

Conclusions: Although we are pursuing a variety of avenues to improve the accuracy of the automated analysis, the program in its present form provides acceptable cost benefits for detecting amblyogenic factors in children aged 6 months to 6 years.
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INTRODUCTION

In the 1994 Transactions of the American Ophthalmological Society, Cibis1 described a digitizable analog video system combining Brückner pupil red reflex imaging2,3 with eccentric photorefraction4 for video screening of young children for amblyogenic factors. In collaboration with computer scientists at the University of Missouri, Columbia,5-8 an automated pupil imaging capture and identification program has been developed (Figures 1 and 2). The Hirschberg reflex is identified as shown in Figure 3.

This automated program has different levels of confidence for iris and limbus outline. The denser dots (Figure 1) mean a higher confidence in the localization. Missing frames indicate that the program has insufficient confidence or the image is too blurry or fixation is too eccentric as determined by the program.

Figure 1

Patient with intermittent alternating exotropia. Right eye fixes frames 247 through 261, and left eye fixes frames 263 through 270. The shift takes place in 1/30th of a second (one frame).

Figure 4 demonstrates the principles of eccentric (off-axis) photorefraction. Our camera system mimics the direct ophthalmoscope. The light source is eccentric (decentered off axis) below the observer pupil or camera lens aperture. In that case a crescent appears in the patient’s pupil superiorly (above) with hyperopia and inferiorly with myopia. Because of chromatic aberration (a two diopter
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spread between red and blue wavelength), the inferior myopic crescent begins in the blue spectrum and the superior hyperopic crescent in the red spectrum. If the light is decentered (above the observer pupil or camera lens, as when the ophthalmoscope is turned upside down), the opposite would be true.

**FIGURE 2**
Schematic of the instrument/camera–patient relationship.

**FIGURE 3**
Left eye fixing, as evidenced by the darker reflex and proper Hirschberg location. Right esotropic eye shows the brighter reflex. Note identification of Hirschberg reflex OS.
Hyperopic crescents appear red from above and myopic crescents appear blue from below. Absence of crescent implies no significant refractive error for that pupil size (dead space).

METHODS

Automated video vision development assessment (AVVDA) is a video system that records multiple frames (30 per second) and therefore captures the images of the pupils both when foveating (i.e., on-axis) and when slightly off-axis. Slightly off-axis fixation is what creates the image difference between the two eyes in microtropia. The fixing eye is foveating, and the microtropic eye is fixating slightly off-axis. The deviated eye has a brighter red Brückner reflex than the foveating eye. The differences in brightness and in Hirschberg reflex in strabismic individuals are shown in Figures 1, 3, and 5. Figure 6 is an aligned myope without differences in brightness or Hirschberg reflex location.
Because artificial intelligence imaging systems do not measure the crescents directly, they incorporate pupil red reflex information in their analysis in both situations when fixing the light source and when off-axis. Thus when foveating vs nonfoveating frames were separately identified, there was no difference in the various artificial intelligence programs in reaching a correct “refer/do not refer” decision (Table 1).

<table>
<thead>
<tr>
<th>SYSTEM</th>
<th>ALL FRAMES</th>
<th>FOVEATING FRAMES ONLY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case-based static</td>
<td>77.9%</td>
<td>77.1%</td>
</tr>
<tr>
<td>Case-based fuzzy</td>
<td>75.6%</td>
<td>74.8%</td>
</tr>
<tr>
<td>C4.5 eye features</td>
<td>76.9%</td>
<td>74.8%</td>
</tr>
</tbody>
</table>

*Difference was not statistically significant according to McNemar test, presumably because the improvement with better images was offset by the reduced number of images analyzed.

Because a light is not an accommodative target, accommodative esotropic eyes often do not cross on AVVDA examination; instead the accommodative esotropia is identified on the basis of the high plus refractive error. In contrast, eyes with intermittent exotropia may align and fuse with accommodation (Figure 5).

Van Eenwyk, under the direction of Prof Dr Arvin Agah, with clinical input from Dr Cibis, explored other artificial intelligence techniques, besides template matching, to identify children at risk for amblyopia. Patient images were supplied by Dr Cibis from his private practice. These patients had undergone a strabismus, external, and fundus examination performed by Dr Cibis, as well as a cycloplegic refractive “gold standard” examination done by Dr Cibis or an associate.

Because we were developing a screening test, the age-group of interest was limited to patients entering the practice at age 6 months to no older than 6 years. This resulted in the refractive error distribution shown in Figure 7. Myopic patients are woefully underrepresented. The study protocol was approved by the University of Missouri, Columbia, institutional review board.

Four artificial intelligence techniques—case-based reasoning, case-based fuzzy logic, artificial neural networks, and decision tree—were evaluated using a tenfold testing procedure, whereby 90% of the patients were used for training and 10% for testing. The entire patient population (610 patients) was divided into 10 equal-sized groups. As Figure 8 shows, the distribution of hyperopic and myopic patients was not always equal for each group.
Case-based reasoning uses template matching. It is a computer decision-making process that derives the solution to new problems by finding examples of similar problems for which there are solutions. We applied the template images developed by Wang (based on the template images of the first 200 of our known patients) to all the patients tested. With a template matching program, the features of any new unknown patient are “matched” by the computer to the top 20 stored images they most closely resemble. The program then determines refractive error and alignment for each eye (Figure 9).

An artificial neural network (NN) (Figure 10) is a model that attempts to simulate how the brain works. The network is composed...
of layers of neurons that are connected, consisting of an input layer, hidden layers, and a final output layer.

A decision tree (Figure 11) is an approach to classifying cases by examining a set of associated attributes in a specific order. The widely used C4.5 classifier system works by calculating the importance of each attribute in the current set of attributes as determined by the gain in information as a result of the attribute.

For each system, the sensitivity, specificity, and accuracy were calculated, including 95% confidence intervals. In addition, the receiver operating characteristic curve was plotted for those systems with a numeric referral threshold. Finally, the McNemar test was used to find which systems are statistically better than the others.

RESULTS

As seen in Figure 12, the C4.5 eye features system statistically performed better than the case-based fuzzy logic approach and NN hybrid system. Practically speaking, the difference is not great enough to justify exclusive use of the C4.5 eye features system. The C4.5 eye features system has significantly fewer steps, requiring less time to train and produce a referral decision. Time per case for analysis was 2.5 minutes for C4.5, 7 minutes for template matching, and 30 minutes for NNs. In addition, preparation and training time for some NN systems was over 100 hours, leaving C4.5 and template matching as the most practical methods for large-scale screenings Table 2.

Based on the logic that more examples yield better accuracy, we would expect better accuracy for the most numerous patient categories, namely, in the plano to +2 diopter range (Figure 13). Instead, accuracy is greater for the higher refractive errors, which are clinically more amblyogenic. This is because all example cases contribute to the classification of a single patient (Table 3).

From an artificial intelligence standpoint, extreme cases are easier to diagnose than borderline cases, because the difference from
normal cases is greater. In contrast, “correctly” diagnosing normal cases is a judgment call that is more difficult to automate.

Figure 13, showing the worst results for patients with low to moderate myopia, demonstrates the pressing need for more myopic test cases. Similarly, certain subgroups of patients had higher sensitivities than the overall numbers, more than 77% overall for astigmatism, 82% for strabismus, and 89% for anisometropia.

**FIGURE 10**
Neural network structure (image courtesy of Wikipedia Foundation Inc).

**FIGURE 11**
C4.5 hybrid decision tree.
Comparison of receiver operating characteristic curves. C4.5 eye feature system performs consistently above other systems throughout entire range of cutoff values.

**TABLE 2. STATISTICAL COMPARISON OF ARTIFICIAL INTELLIGENCE SCREENING SYSTEMS**

<table>
<thead>
<tr>
<th>SYSTEM</th>
<th>SENSITIVITY</th>
<th>SPECIFICITY</th>
<th>ACCURACY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case-based static</td>
<td>84.6%</td>
<td>58.6%</td>
<td>75.2%</td>
</tr>
<tr>
<td>Case-based fuzzy</td>
<td>76.4%</td>
<td>68.6%</td>
<td>73.6%</td>
</tr>
<tr>
<td>NN eye features</td>
<td>61.5%</td>
<td>63.6%</td>
<td>62.3%</td>
</tr>
<tr>
<td>NN hybrid</td>
<td>72.3%</td>
<td>72.3%</td>
<td>72.3%</td>
</tr>
<tr>
<td>C4.5 eye features (50%)</td>
<td>84.6%</td>
<td>61.4%</td>
<td>76.2%</td>
</tr>
<tr>
<td>C4.5 eye features (61%)</td>
<td>76.2%</td>
<td>79.5%</td>
<td>77.4%</td>
</tr>
<tr>
<td>C4.5 hybrid</td>
<td>80.8%</td>
<td>59.5%</td>
<td>73.1%</td>
</tr>
</tbody>
</table>

NN, neural network.

Classification by refractive error shows high accuracy for high refractive errors, both plus and minus. Modest refractive errors, plano to +4 and −4, have less accuracy, plano to −4 being the worst.
### TABLE 3. RESULTS FOR HYPEROPIA VS MYOPIA

<table>
<thead>
<tr>
<th>SYSTEM</th>
<th>MYOPIA</th>
<th>HYPEROPIA</th>
<th>ACCURACY DIFFERENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sens</td>
<td>Spec</td>
<td>Acc</td>
</tr>
<tr>
<td>Case-based static rules</td>
<td>74.0</td>
<td>50.8</td>
<td>64.6</td>
</tr>
<tr>
<td>Case-based fuzzy</td>
<td>63.5</td>
<td>64.6</td>
<td>64.0</td>
</tr>
<tr>
<td>NN eye features*</td>
<td>27.3</td>
<td>66.7</td>
<td>45.0</td>
</tr>
<tr>
<td>NN hybrid</td>
<td>32.3</td>
<td>86.2</td>
<td>54.0</td>
</tr>
<tr>
<td>C4.5 eye features (50% cutoff)</td>
<td>75.0</td>
<td>52.3</td>
<td>65.8</td>
</tr>
<tr>
<td>C4.5 eye features (61% cutoff)</td>
<td>53.1</td>
<td>76.9</td>
<td>62.7</td>
</tr>
<tr>
<td>C4.5 hybrid</td>
<td>64.6</td>
<td>46.2</td>
<td>57.1</td>
</tr>
</tbody>
</table>

*Results are not from a complete tenfold test.

**DISCUSSION**

Artificial intelligence techniques to automatically analyze digitized video images for amblyogenic factors hold promise as a video screening method. The higher reliability in detecting extreme cases of amblyogenesis suggests a strategy to assign a percentage after weighing the need for referral. The need to refer is based on the degree of amblyogenic potential rather than by just a “refer/do not refer” decision. For example, a child has a 70% chance of needing glasses for nearsightedness or a 50% chance of having a lazy right (or left) eye. If other factors, such as the child’s visual behavior, seem to confirm this, a complete examination may be indicated.

To improve accuracy of the automated video system, more individuals with myopia need to be added to the study group. For that purpose, we have extended the age criterion for data collection to 18 years. Once that is accomplished, we will study the data to see what possible combinations of case-based and C4.5 techniques might improve accuracy.

Finally, there is a need to test a random population, such as presumably “normal” preschoolers, to see how well the program does in the real world, where the incidence of amblyogenic factors is presumed to be 5% to 10%. The population in our pediatric ophthalmology practice population invites bias. With information obtained from a nonbiased population, the cost-effectiveness for different categories of referral can be determined.
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PEER DISCUSSION

DR. EDWARD G. BUCKLEY: The authors have described an innovative technique to digitize and analyze photorefractive videos in order to determine if ophthalmic referral is necessary for amblyogenic factors. The system developed relies on a complex image recognition computer program to determine which frames of a 30 second video are useful for analysis. These images are then processed by an algorithm used to generate decision trees (in the paper called “C4.5”) to determine whether they have the characteristics judged to contain elements which are known to be associated with the development of amblyopia. In essence, the goal is to simplify the process of vision screening by automating the current manual review and interpretation task.

In order for photorefractive vision screening to be practical, it must eliminate the need for a skilled technician to take the photo and an expert reader to interpret the result. The described automatic technique is a step in the right direction and holds some promise. I must confess as an ophthalmologist with an engineering degree and some savvy around computers, I found the paper too technical to easily interpret. The details provided are sufficiently sketchy that an accurate understanding of just how this system was developed is difficult to understand. The basis for analysis of the images is rooted in artificial intelligence techniques that have statistical, pattern recognition, and information theory infrastructure.

Several different approaches were tested. The most intuitive to the lay reader was Case Based Reasoning. This approach uses templates of known conditions and new cases are compared until a reasonable match is found. Using this technique, images are compared to those which represent ambyogenic conditions and are then flagged if a sufficient likeness is found. The authors preferred approach is the modified decision tree program C4.5 that evaluates attributes of a case in a specific predetermined order, making decisions using those attributes which have the most discrimination information first and then selecting less helpful attributes in an orderly fashion. The trick is deciding which attributes contain the most information. The authors chose to develop this decision tree by a sophisticated data analysis of known cases using a theory called “information entropy”, which is a measure of uncertainty associated with a random variable. The algorithm works by calculating the importance of each attribute in the known data pool as determined by the gain in information as a result of knowing the value of that attribute. Exactly why these specific techniques were selected is not described and there is no justification as to whether either is appropriate for this task. Using data obtained from a referral practice, the various strategies were analyzed using the above models. Each model performed reasonably well, and there was no statistical difference in the results. However, from a computational standpoint, the C4.5 decision tree model required far less calculation time than the others.

It is unclear from the paper exactly what criteria were used for possible referral and no data was presented on how it was determined whether the various programs were accurate in detecting an abnormal result. This makes it difficult to compare the sensitivity and specificity results with other studies. The recent published reports using photorefractive screening techniques combined with expert readers have sensitivities and specificities around 85-90%. The current study falls short of that goal and raises concerns over the ultimate usefulness as a screening tool.

A second concern is the use of a population with high ocular pathology to validate a technique which will be used to screen a population with a much lower prevalence of the disorder. As the authors correctly note, this may well result in a much different outcome thereby raising concerns of how cost effective this methodology is in detecting problems in the general pediatric population. The high sensitivities obtained may be biased by the high prevalence of the condition in the study population and the attributes that the decision tree analysis selected as having the highest information may not be useful in sorting out a less homogenous group.

Even with the above concerns, this represents a potential major step forward in the usefulness of photorefractive techniques in the screening of children for eye disorders. Replacing a cumbersome camera and reading center with a short digital video and computer assisted analysis system will address a major obstacle to the universal adoption of the photorefractive approach to vision screening. The authors are encouraged to further pursue this innovative strategy.
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DR. GERHARD W. CIBIS: What Dr. Buckley means by “real life testing” is the high percentage of pathology in our test population. I agree with everything he has said, including the shortcomings of where we are at this point. We screened around 600 children, and 50% of them should be referred based on the pathology in this population. When we achieve 90% sensitivity/specificity, we must test...
this in the field where the incidence is not 50%, as it is in a referral population, but 10% or even less in the normal population. We will then see how well it does.

How does it work? Neither the computer scientist nor I know exactly. It is a black box and has its own mathematical decisions and simply makes them. As Dr Buckley says, “Yes, play golf”, or “No, do not play golf”; however, the outcome is reasonable with real possibilities of improving on those answers. Thank you very much.